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Abstract—The recently developed noisy network coding natu-
rally extends compress—forward coding for the relay channkby
Cover and ElI Gamal to arbitrary relay networks. In particula r,
the noisy network coding scheme achieves the best known
capacity lower bound for general Gaussian networks.

Motivated by the recent development of noisy network coding M X
we propose a novel extension of noisy network coding spedizgd @
for the fading parallel relay network. In the new scheme, the
relay observation is opportunistically compressed by adapting
on the local channel state information of the source-relay link
More specifically, each relay node opportunistically compesses
the collection of output symbols with channel gains above a
certain threshold, and forwards the digital compression tothe Fig. 1. Gaussian parallel relay networks.
destination node using independent Gaussian codes. To pesg
the potential of the new scheme, we focus on the symmetric nojsy networks in [13], [14].

setting in which the channel coefficients within each hop are ; S :
identigally and independently distributed. We show that inpthe The para"e.l rela)_/ network [12] depicted in Flg'. Lis a two
large number of relays regime, our scheme achieves the capgc NOP network in which the source node communicates to the
while outperforming other schemes such as amplify—forwarcand ~ destination node by the help of a set &f relay nodes. The
decode—forward. Our result demonstrates that adaptation 8ing source node transmits to a set of relays through a broadcast
channel state information at the receiver side can be benefal.  channel, and the relay nodes transmits to the destinatida no
through a multiple access channel. For the Gaussian paralle
2-relay network, the achievable rates of DF and AF have
In recent years, multihop and cooperative communicatidieen analyzed in [15]. It was further shown that DF and
using relays has received a great deal of attention frofsF achieve the capacity in some signal-to-noise ratio (SNR)
both academia and industry due to its potential in wirelesegimes. The asymptotic characteristics of the parallielyre
networks [1], [2], [3], [4], [5]. Both IEEE 802.16j and IEEE network was analyzed in [16] where it has been shown that
802.16m systems have adopted multihop relays for coverdgecertain SNR regimes, AF can achieve the capacity as the
extension and higher throughput [6], [7]. Recently, 3GPELT number of relaysN goes to infinity. The authors of [17]
advanced system is also considering relays for the same mhrewed that the bursty AF scheme achieves the capacity of the
poses [8]. Due to the fact that multiple relays can signifigan symmetric Gaussian parallel relay network within a constan
increase system performance, recent research has besedocgap independent of SNR and the number of relaysThe
on multiple relay configurations. noisy network coding scheme [14], originally developedemd
For relay networks, there are three core relaying schensegeneral framework by considering networks with arbitrary
in the literature: decode—forward (DF), amplify—forwaiH), topology and number of hops can be specialized to Gaussian
and compress—forward (CF). In the DF scheme [9], firsietworks which includes the Gaussian parallel relay nekwor
developed by Cover and El Gamal for the three-node reliiywas shown that noisy network coding is universally within
channel, the relay node recovers the message either fullf6.N bits/s/Hz of the capacity, where the capacity gap does
or partially and forwards it to the destination node whil@ot depend on the channel gains, power constraints, nor the
coherently cooperating with the source node. In [10], [11ippology of the network. However, the full potential of npis
DF has been generalized to multiple relay networks. In the Afetwork coding fofadingrelay networks is yet to be explored.
scheme [12], the relay simply sends an amplified version ofMotivated by the recent development of noisy network
its received signal and forwards it. In the CF scheme, alsb ficoding, we propose a novel extension of noisy network
developed in [9], the relay quantizes its received signa acoding specialized for the fading parallel relay netwonk. |
forwards it. The CF scheme has been generalized to arbitréing new scheme, the relay observation is opportunistically
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compressed by adapting on the source-relay channel statee ¢. In the rest of the paper, we will omit the time index
information (CSI) at the relay node. In particular, eactayel for notational convenience.

node adaptively compresses a subset of observation symbolset M be the message of the source, uniformly distributed
with channel gains above a certain threshold. By treatirg thver [1 : 2"f]. A (2"% n) code consists of an encoding
digital compression of the “good” channel observationsras function 2 = (M), relaying functions at time, x[t] =
independent message, the relays send the digital comprz,e;at(yi_l), for k € [1 : NJ], and a decoding function
sion to the destination node using independently generate@,”) = M. A rate R is said to beachievableif there exist
Gaussian codes. Our proposed scheme does not require £3kquence of2"? n) codes withP{M # M} — 0 as

at the transmitter side (CSIT), which is impractical for mos: — oo, whereP{M # M} is the average probability of error.
wireless communications due to the time-varying nature @he capacityCy of the fading parallel relay network withv
wireless channels and feedback overhead. The fast fadmetpy nodes is the supremum of all achievable rates. When the
setup with CSI at the receiver side (CSIR) makes our wodontext is clear, we will drop the subindéx throughout the
distinguishable from other models assuming block fading paper.

global CSI [16], [18], [19]. _ l1l. M AIN RESULTS
For the general fading parallel relay network, we first show _ . - .
In this section, we propose an opportunistic noisy network

that our proposed scheme is with\abits/s/Hz of the capacity, di h d show that it achi h ivv of th
which shows that noisy network coding can be effective pCing scheme and show that It achieves the capacity ot the
ding symmetric parallel relay network in the limit of l&rg

extended to fading relay networks. To further present t

potential of the new scheme, we then focus on the symmettic

setting in which the channel statistics within each hop &. Cutset Upper Bound

identically and independently distributed. We show that in The cutset upper bound [20], [21] on the capacity of the

the large number of relays regime, our scheme achieves thging parallel relay network is given by

capacity while strictly outperforming other schemes sush a . _ . .

AF and DF. Our result demonstrates that adaptation onlygusin c=< max v I(X, X(5);Y(8°), Y|X(5),H,G) (1)

CSIR can be beneficial. where the maximum is over all probability distributions
Il. PROBLEM STATEMENT p(x,x1,...,xN) such that the power constraints are satisfied.

) ) By using some Markov relations and the fact that an indepen-
Throughout the paper, we will use the following notationgent Gaussian distribution maximizes the multiple inpogks

Denote[l : N| = {1,2,---, N}, 2" = {z[l],--- ,z[n]}, and  qutput channel with per antenna power constraint [22], &b) ¢
C(z) = log(1 + z), where the log operation is with respeche simplified to
to base2. For § C [1 : N], denoteS° = [1 : N]\ S and
X(S) = (Xi : k € S). We also use the notatioX N = C < min E [C <Z |hk|2P> LC <Z ng|2&> '
{Xl,...,XN},H:{hl,-~- ,hN}, andG:{gl,m,gN}. T SC[1:N] Eese kes N

We consider the fading parallel relay network depicted in (2)

Fig. 1 in which the source node wishes to send a message opportunistic Noisy Network Coding
to the destination node with the help of relay nodes. The
source node has a channel inpltrelay nodek € [1 : N] has
an input and output paifXy,Ys), and the destination node
has a channel outplt. Then the input—output relations at
time ¢t are given by

The noisy network coding lower bound [14] for discrete
memoryless networks can be adapted for the fading parallel
relay network with power constraint and state dependency
(e.g., channel gains) which yields the following lower bdun

> . Y, c c
C> maxslgr[lmv} I(X,X(8);Y(8°,Y|X (S8, H,G)

Yilt] = he[t] X [t] + Zx[t] LY (S): V() X, XN,V (S)Y, H, )

and where the maximization is over all probability distribut®
N p(x) Hszlp(xk)p(ﬁk|yk, hi) such that the power constraints
Y[ = gult)Xx[t] + Z[t] are satisfied. We emphasize that the compressed ofitput
k=1 can depend ohy, at relay node: by considering(gx|yx, hx)

whereZ,[t] and Z[t] are independent complex Gaussian noiggstead ofp(gx|yx). Thus, this adaptation can be done in a
with N(C(O, 1). We assume average power constrairfor the distributed mannebased only on each relayfscal CSIR
source node an#, /N for the relay nodes, i.eE[| X [t]|?] < P Theorem 1:For the fading parallel relay network,

andE[| X, [t]|?] < P,/N forall k € [1: N]. i [2P
We assume time varying channels such thgt] and gy [t] C > max min E lC (Z k7>
are independently drawn frotVc (0,07, ) and NVc (0,07, ), SEL:N] =5 14k (he)

only at receiver sides, i.e., relay nodl&nowshy[t] at timet

respectively. We further assume that CSl is causally dvigila (
+C
and the destination knows, [¢] to hy[t] and g, [t] to gn[t] at

2 'gk'2%> < () ] @

keS keS
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Fig. 2.  Threshold-based adaptation for the opportunistiesyn network
coding scheme.
where the maximization is taken over all functions /of, 085 o o e
ﬁk(hk) >0, ke [1 . N]. Number of relaysN

Proof: By using the Markov structure of the network, weFig. 3. Ratios between the achievable rate of opportunistisy network
. . e . . _coding vs.C(P;) and the cutset upper bound whéh= P, = 20 dB.
can further simplify the opportunistic noisy network coglin

lower bound as Proof: By substitutingny (hx) = 1 in (3),

Cc > in I(X;Y(S)|H)+ I(X(S);Y|X(S°),G 3
—I(Y(S);Y(S)|X, XN, H). SC[L:N] P 2 pr N

Then we choose the input distributions &s ~ N¢(0, P), —|S|C(1)

Xi ~ Nc(0,P./N), and Y = Y, + Z) where Z;, ~

Ne(0, 1k (i) for k € [1: N]. where|S| denotes the cardinality &. Then the rate gap from

. e . . .at'i%ae cutset bound (2) can be shown witlihbits/s/Hz. =
which can be optimized over all possible gdaptatlon fumgtio The above I’eSl(J|t) extends the capacity gap result of [14]
ne(hi), k € [L = N] on the compression accuracy, th?or Gaussian (non-fading) networks to fading parallel yela

optimization process itself is intractable for most cadas. .
o : . .networks. This type of performance guarantee has many
propose the opportunistic noisy network coding scheme hwhic

makes use of ahresholdbased adaptation functiom, (hy). gggi?%“ﬂgsfe:;%ﬁ; :Llfi);?grrlgyétalirr?pgf)iv?vaetrn?r:zyc?gha,\::it
As will be shown later, while having a simple structure ' '

opportunistic noisy network has many desirable properties gap result does not say much when the number of relays is

. . large.
To define the threshold-bazsed adaptauon,dgte (0,1] The next theorem states that the proposed opportunistic
and vy, > 0 such thatP{|hs|> > W%} = o, i.e, n =

o . noisy network coding scheme can achieve the capacity as the
o, n(1/ax). Then we definey(hx) as number of relays becomes large. The proof of Theorem 3 is
provided in the next subsection.

if [hel® >k, _ _ .
ne(hg) = {Qk r'} d = Ve Theorem 3:Consider the fading symmetric parallel relay
oo otherwise network in whicho; = o7 = 1. Thenlimy o Cn =

9k
where @y > 0. Figure 2 illustrates how the threshold—baseg(PT) for any P and P
adaptation operates in the opportunistic noisy networkngpd ~ Figure 3 plots the opportunistic noisy network coding lower
scheme. For relay nodé, the collection of outputs with bound divided byC(F.) and the cutset upper bound (2),
channel gains abovg, is compressed t9;"(Ix), wherem < n respective_ly. As shown in the figure, the ratios converge to
is the number of symbols withh|? > ;.. The compression One asN increases.
index I is then sent by independently generated Gaussian
codes, i.e.x}(lx). As a result, the outputs with high channeﬁ' Proof of Theorem 3
gains are opportunistically compressed and forwarded ¢o th Consider the symmetric case wherg = o7 = 1. From
destination. the cutset upper bound,

By fixing the compression noise level as the same as the N 9
cl14 Z g |* P
k=1 N

channel noise variance, i.€),, = 1 anday = 1 (equivalently Cy <E

nk(hg) = 1), we provide the following performance guarantee

for any channel parameters and power constraints. where the second inequality holds from Jensen’s inequality
Theorem 2:For the fading parallel relay network, opporSince (4) holds for anyV, limy .. Cn < C(F,.).

tunistic noisy network coding is withinV bits/s/Hz of the =~ Now consider the achievable rate of the opportunistic noisy

capacity, independent ef;, , o,,, P, andP,. network coding scheme. By symmetry, we set = «

< C(F) (4)




(equivalentlyy, =) andQ, = Q for all k € [1 :
the original2”V rate constraints in Theorem 1 simplify 36+ 1

rate constraints by noticing the fact that the rate conssai wherei ¢ [

N]. Then is minimized when; = N/;/loglog )] and the equaility

holds sincelim,_, (1 - = . Next, consider the case

N/\/loglog ] From (7), we have (9),

corresponding taS are the same for al5 having the same where we use

cardinality. Defineh;, whose probability density function is

given by

otherwise

Fipe(a) = {é‘mz(w)/a f [ha > 5,

N
1
lim lge|> = 1. (10)
N=voo py _ L N J ZN:
Tog log(N) kzti\/mjﬂ
Hence, from (8) and (9)limy_ Cn > C(P.), which

where fi;,2(z) = e~*. Then, after some manipulation, weconcludes the proof.

can show that

Cy >

(®)

max min _ Ro nnc(?)
a€(0,1],Q>0:€[0:N]

-5 C)ro-ore] <z_fﬁ 7
o<

C <k;1 ngjl\jPr> >

Next, we lower bound?,_,.,,.(7) as follows. Fori € [1 : N],
Ry nne(?) is lower bounded by

) v P 1
-ore(vig) e ()
v P

=(1-(1-a))C (m) —aNC (%)

where we useE @:Z i th )} > E [C (lfﬁ\;P
j € go

>imo (a1 — N], Rome(i) is
lower bounded by

E [c <k;+1 %) —aNC (é) .

From (6) and (7), we show th#iny_, o Ro-nnc(i) = C(P;)
for all ¢ € [0 : N]. To do this, we setx = % and
Q =+ In(N). Theny is given byln(N/loglog(N)). First,
consider the case whetec [[N/y/loglog(N)], N]. From

where

O nnc

+E

Ql =

5 (o

J=0

(6)

)} for

a)) = 1. Fori € [0 :

()

: i — 1] and |h1]?> > ~, and the equality holds since

IV. COMPARISON

In this section, we compare the opportunistic noisy network
coding scheme with AF and DF.

A. Amplify—Forward and Decode—Forward Relaying

Notice that a similar threshold-based adaptation used in
Section 1l can also be applied to AF relaying. Specifically,
relay nodek € [1 : N] sendsX = (i (hi)Ys, where

Cr(hi) = {
0

which satisfies the power constraint. Then the opportunisti
AF scheme results in the following lower bound

N 2
‘Zkzl gkhka(hk)‘ P
S lorl2G2 () + 1

P /(apN)
[hi|?P+1

it [hrl® >,
otherwise,

C > maxE |C (12)

where the maximization is taken over all € (0,1}, k € [1 :
N]. For the symmetric case, (11) is given by

N-1
N . .
C > max ( ,)aN_-7(1 —a)’
ae(0,1] =0 \J
2
P,./(aN
’Zk 1 gk k ‘;lk/|§p+)1‘ 1
N—j lg[2Pr/(aN) | 4 - (12)
k=1 " |h,|2P+1

Note that the CSIR dependent adaptations used in noisy
network coding and AF cannot be done for DF relaying due
to the inherent difference between the schemes. Hence, the

(6), we have (8), where the first inequality holds since (@verall rate is limited by the minimum of the point-to-point

N—o0

. . . loglog(N
> _ _ oo/
lim Ronne(i) > ]\;LI}})O (1 (1 N

. loglog(N
> (1 2=t/
= (1 (1 N

N

k= LN/\ /log log(N)J 41

) [ﬁW) } (muv/ 1og10g<zv>>p>
1+ P% In(N)

)) Tog log(N) Vlog log(N)

P, loglog(N)
— Jim logle) 5=
_loglog(N)
> Jim C (N N oslosY )Pr> —cp). O



widely adapted to current wireless network architectuneses
L cutset 1 most systems basically measure CSI at the receiver sides.
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